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Abstract— Land surface temperature (LST) is a key factor in climate change studies. It is largely affected and thus predicted by the land 

uses in urban areas. The presented study identified the explanatory power of urban index (UI), modified soil adjusted vegetation index 

(MSAVI), modified normalized water index (MNDWI), elevation, aspect, and hill shade to predict the LST using the ordinary least square 

regression, spatial lag, spatial error and geographically weighted models. The UI has shown a direct relationship with LST, and the rest of 

the explanatory variables have shown an indirect relationship with LST. The Akaike info criterion (AIC) values were used as a standard for 

comparison of the regression models. The ordinary least square (OLS) regression model has achieved the highest AIC value of 886 and 

the lowest R2 (0.73). The spatial lag model (SLM) and spatial error model (SEM) achieved the AIC value respectively, 715 and 681. The 

SLM and SEM achieved the R2 of 0.85 and 0.89, respectively, which are considerably higher than that of the OLS model. The geographical 

weight regression (GWR) achieved the lowest AIC value, 669, and the highest R2 (0.93). The study proved that the GWR model can be 

used for predicting LST compared to OLS, SLM, and SEM models. This finding will help the urban planner select a suitable regression 

model for predicting the LST and an effective way to predict the LST for understanding the effects of climate change through modeling LST. 

Index Terms— Landsat-8, Land surface temperature, Vegetation indices, Ordinary least square regression model, Spatial lag model, 

Spatial error model   

——————————      —————————— 

1 INTRODUCTION                                                                     

he growth of world urbanization has increased after the 

second world war. This excessive growth has caused 

many undesired side effects on the environment. In Canadian 

regions, a 1.5 °C increase in the mean temperature has been 

observed from 1950 to 2010 [1]. Prince Edward Island (PEI) is a 

Canadian province and faces sectional warming, hotter days 

and nights resulting in increasing temperature [2]. This change 

in land surface temperature (LST) has been linked with global 

warming and will continue to affect agriculture, the ecological 

system, and environmental conditions [3]. This shows the im-

portance and needs to find significant predictors and models 

to facilitate LST's prediction. 

The LST rises as the percentage of paved surfaces increases in 

an area, as a paved surface stores heat during the day and 

slowly releases the heat during the evening [4]. Artificial heat 

released by commercial areas, vehicles, industrial activities, 

and domestic and industrial air conditioning increases the LST 

and atmospheric temperature within a city, and these factors 

are directly linked with urbanization [5]. Extensive urbaniza-

tion is a major problem in the 21st century as it changes the 

land cover pattern and drastically affects the LST of any city 

[6]. Land use and land cover (LULC) of an area can estimate 

the LST as LST varies based on the land used pattern [7].  

Many researchers have used a variety of algorithms and tech-

niques to estimate the LST [8]. Remote sensing helps the re-

searchers effectively estimate the LST due to the ample range 

availability of satellites like Landsat-7, Landsat-8, and Moder-

ate Resolution Imaging Spectroradiometer (MODIS) [9]. 

Several studies have established the relationship between LST 

and satellite-based indices [10]. The abundant remote sensing 

indices have been industrialized, for example vegetation in-

dexes (i.e., perpendicular vegetation index (PVI) [11], soil ad-

justed vegetation index (SAVI) [12], normalized difference 

vegetation index (NDVI) [13], band difference (DVI), atmos-

pherically resistant vegetation index (ARVI) [14], modified 

normalized water index (MNDWI) [15], normalized built-up 

index (NDBI) [16], normalized difference bare land index 

(NDBaI), normalized bare land index (NBLI), and urban index 

(UI) [17] have been developed to establish a correlation with 

LST. The UI, MNDWI, and modified soil adjuted vegetion in-

dex (MSAVI) have greater potential to delineate the urban, 

water, and greenery. Beyond the change in the land cover pat-
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tern effect on LST, it is observed that air temperature reduces 

with an increase in altitude; this reduction is called the lapse 

rate. Therefore, aspect, hill shade, and elevation can signifi-

cantly increase or decrease the LST.  

Land use is a spatially varying human-induced process that 

substantially affects the natural environment where spatial 

heterogeneity yields different results [18]. As a result, it is es-

sential to incorporate spatial heterogeneity into the LST mod-

elling to achieve better prediction for support of planning and 

decision making [19]. Few studies incorporate the spatial het-

erogeneity, spatial dependence, and autocorrelation problem 

in LST modelling [20]. This study compares the ordinary least 

square regression (OLS), spatial lag model (SLM), spatial error 

model (SEM), and geographically weighted regression (GWR) 

models and discusses the opportunities and limitations of each 

model. 

The observed increase in PEI temperature emphasizes deter-

mining the spatial relationship between remote sensing indi-

ces that map out the land cover pattern and predict the LST.  

The adopted methodology is useful to quantify the extent of 

different predictors in the prediction of LST. The importance 

of this study is that it will help the local government with ur-

ban planning, as well as mitigate the risk of LST on the envi-

ronment. Therefore, the specific objectives of this study in-

clude: 

1. Identifying the significant predictors and their extent 

to predict the LST using a 10-ha tessellation scheme.  

2. Identification of best fit model for predict the LST. 
 

1.1 Study Area 

This study was conducted in Summerside, Prince Edward Is-

land, Canada (Figure 1). Summerside is the second-largest city 

in Prince Edward Island, Canada, and construction in this city 

increased by 40% when comparing 2019 to 2018. This city faces 

extensive urbanization; thus, the land cover pattern changes 

here and directly affect the LST. Prince Edward Island is a 

humid island, strongly influenced by the prevailing weather of 

its surroundings throughout the year. During the winter sea-

son, the island receives blizzards and storms originating from 

the Gulf of Mexico and North America. After 2013, changes in 

the Summerside land cover pattern were observed as it under-

goes multiple construction projects [21]. For that reason, this 

city was selected for LST modelling. 

2 MATERIAL AND METHODS 

2.1 Data Sources 

This study used Landsat-8 OLI-TIRS (2020) satellite images to 

prepare the UI, MSAVI, and MNDWI. The Landsat-8 OLI/TIRS 

thermal band (11) was used to calculate the surface tempera-

ture. The digital elevation model data was used to calculate 

the aspect and hill shade. Details regarding the data and 

methodology are represented in Table 1 and Figure 2. 

 

 
Figure 1: Summerside map placed along with Global Canadi-

an and Prince Edward Island map. 

 

 

Table 1: Landsat-8 OLI/TIRS data for calculating the vegetation 

indices and LST estimation. 

Satellite Name Path No. / Row No. Cloud (%) 

Landsat-8 007/028 1.34 

 008/028 2.34 

 008/027 0.03 

 

 
2.2 Method to Estimate the Vegetation Indices to 
Delineate the Typical LULC Classes 

Numerous indices have been published to establish the rela-

tionship with LST. Based on the literature review, this study 

selected the most efficient indices representing water, green-

ery, and urban areas (Table 2). The formulas mentioned in Ta-

ble 2 were used to calculate these indices. The study area is 

divided into 10-ha hexagonal grids to calculate the mean value 

of each index in these grids (Figure 3). All these processing 

steps were done by using ArcGIS Pro geoprocessing tools. 

Table 2: Vegetation indices related to typical LULC Types. 

Types Index Formula Reference 

Vegetation 

Index 

MSAVI ((2NIR+1)√(2NIR+1)2-

8(NIR+Red))/8 

[1] 

Water In-

dex 

MNDWI (Green-

SWIR)/(Green+SWIR) 

[30] 

Built-up 

index 

UI (SWIR2-

NIR)/(SWIR2+NIR) 

[12] 
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Figure 2: Summerside area divided into 10-ha tessellation for 
extracting the mean values of dependent and independent 
variables in each tessellation corresponding to its GRID ID. 

 
2.3 Method for Retrieving the LST from the Thermal 

Band of Landsat-8 

The satellite images first underwent the preprocessing stages, 

namely, mosaicking and clipping. Following this, the clipped 

study areas were used for LST estimation. For calculating the 

LST, only band 11, band 5, and band 4 were used. Landsat-8 

OLI/TIRS band 11 is a thermal infrared band, band 5 is the 

inferred band, and band 4 is red. The spectral radiance meth-

od was used to estimate the LST from Landsat-8 OLI/TIRS 

[22]. Digital number (DN) was converted into radiance with 

the help of equation 1. 

   L = ML × QCAL + AL                                                        (1)          

Here, L represents the spectral radiance, ML is the band-

specific multiplicative rescaling factor, AL is the band-specific 

additive rescaling factor, and QCAL is a thermal band.  

After extracting the radiance, it was converted into the top 

atmosphere brightness temperature using the following equa-

tion. 

   TB = ((K2/ln((K1/L)+1))-273                                          (2)      

Here, the atmosphere surface temperature is TB, K1, and K2 

are thermal conversions constant. To convert the surface tem-

perature units from Kelvin to Celsius, absolute zero (-273.5) 

was added to the equation 2 [23]. 

To calculate the LST using Landsat-8 OLI/TIRS, values from 

equations 1 and 2, vegetation fiction (Fv), and emissivity were 

used [24]. 

   Fv = ((NDVI-NDVImin)/(NDVImax-NDVImin))2     (3) 

NDVImin value represents the bare soil, and NDVImax value, 

indicating healthy vegetation [25]. 

Emissivity was calculate using the following formula.  
   ε =  0.004 × Fv + 0.986                          (4) 

Finally, LST was calculated using the following equations [9]. 

   LST = ((TB)/(1+((λ×TB)/hc)ln(ε))        (5) 

Here, h is Planks constant (6.626 × 10-34 Js), c is the velocity of 

light (2.98 × 10-8m/s), λ is the effective wavelength (12.00 for 

band 11 in Landsat-8), σ is the Boltzman constant (1.38 × 10-23 

J/K).  The calculated LST range varies from 14 to 26 °C repre-

sented in Figure 3. The mean values of LST in 10-ha hexagonal 

grids were calculated using the zonal statistic tool as shown in 

Figure 2 to establish the relationship with explanatory varia-

bles. 

 

 
Figure 3: Land surface temperature of Summerside study 

area calculated based on Landsat-8 data, variation visualiza-
tion. 

 
2.4 Elevation, Aspect, Hill Shade, UI, MNDVI and MSAVI 

A hill shade is a grayscale 3D representation of the surface, 

with the sun's relative position considered for shading the 

image. Elevation data mentioned above was used to calculate 

the aspect and hill shade using ArcGIS Pro geoprocessing 

tools. The Azimuth and altitude in the hill shade tool were set 

as respectively 315 and 45°. The vegetation indices UI, 

MNDWI, and MSAVI were calculated using equations men-

tioned in Table 2 with the help of the geoprocessing tool of Arc 

GIS Pro. The study area was divided into several 10-ha hexag-

onal tessellations and the elevation, aspect, hill shade, UI, 

MNDWI, MSAVI, and LST mean values in each hexagonal 

grid were calculated using zonal statistics as a table tool avail-

able in ArcGIS Pro. The OLS, SLM, SEM, and GWR model ac-

curacy compared for predicting the LST. 
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Figure 4. The flow diagram explaining the methodology of 
this study. 
 

2.5 Ordinary Least Square Model, Spatial Lag Model, 
Spatial Error Model and Geographically Weighted 
Model 

ArcGIS Pro and GeoDa software is most suitable for spatial 

analysis. The regression models OLS, SLM, SEM, and GWR 

were compared and tried to verify assumptions. The OLS first 

applied, and based on the OLS diagnostic output, verified the 

assumptions. The bivariate Moran’s I test was applied to check 

the spatial structure of data and the explanatory power of each 

independent variable to predict the LST. The relationship be-

tween variables, namely, surface temperature vs. MSAVI, U1, 

MNDWI, elevation, aspect, and hill shade, has been verified 

using bivariate Moran’s I scatter plot. Global Moran's I test 

output verified spatial autocorrelation between the residuals. 

Homoscedasticity and multicollinearity between the variables 

have been verified by interpreting the Koenker-Bassett and 

Jarque-Bra test. The OLS regression violated the assumption, 

as the Lagrange multiplier (lag) and Lagrange multiplier (er-

ror) were significant in OLS spatial dependence output. There-

fore, spatial lag and spatial error models were run. The het-

eroskedasticity problem was observed in both models because 

these models do not account for the non-stationarity process. 

The GWR was applied, as it can take into account the non-

stationary process. In the end, the model performance was 

assessed based on statistical criteria Akaike's information cri-

terion (AIC) proposed by [26]. The higher the AIC value, the 

weak model fit [27].  The accuracy of model fitting was evalu-

ated based on the root mean square error.  

3 RESULTS 

3.1 Distribution of Estimated LST and Compared With 
Air Temperature 

Generally, the remote sensing-based calculated LST was com-

pared with air temperature acquired from metrological sta-

tions for validation [28]. Following the same method, we com-

pared the calculated LST with air temperature acquired from 

metrological stations. The difference between estimated LST 

and air temperature is minimal; with potential reasons behind 

this being win speed, surface type, time of observation, and 

drastically decreasing air temperature [29]. The comparison 

between calculated LST and air temperature for Summerside 

is represented in Figure 5. The blue colour in the maps repre-

sents the lowest LST, and the red colour represents the highest 

LST. 

 

 
Figure 5: Land Surface Temperature and Air Temperature Dif-

ference in Summerside (˚C). 

 
3.2 Predictors of LST 

In this study, UI, MNDWI, MSAVI, aspect, hill shade, and ele-

vation have been used as predictors of LST (Figure 6).  Figure 

6 shows that where the high value of MSAVI is experienced, 

LST decreases. Similarly, where the high value of UI was expe-

rienced, LST increased because nearby buildings absorb the 

radiations (Figure 6). Also experienced that LST decreases as 

we moved from low elevation to high elevation areas (Figure 

6). These findings are also supported by recent publications 

[30].   
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Figure 6: Pattern change visualization of MNDWI1, MSAVI, 
UI, elevation, aspect and hill shade in Summerside, PEI. 

 
3.3 Predictors Explanatory Power 

All explanatory variables were used in regression, and one 

explanatory variable was added at a time for estimating the 

explanatory power of each variable. MSAVI, UI, MNDWI, and 

elevation had good explanatory power to predict the LST. Bi-

variate Moran’s I test identified that the MSAVI has a negative 

relationship (Moran’s I = -0.43) with LST (Figure 4). MNDWI 

has a negative relationship (Moran’s I = -0.041) with LST. Fig-

ure 4 also showed that UI has a strong positive relationship, 

and elevation showed a week relationship with LST. Moran’s, I 

showed that aspect, and hill shade negatively relates to LST 

but has low explanatory power (Figure 7). 

 

 

  

  

  

 
Figure 7: Bivariate Moran’s I result identified the relationship and 
explanatory power of MNDWI1, UI, MSAVI, elevation, aspect and 

hill shade with LST. 

3.4 Comparison of Ordinary Least Model, Spatial Error 
Model, Spatial Lag Model and Geographically 
Weighted Model 

A first ordinary least regression model was brought into ser-

vice to predict significant variables for measuring the LST. 

MNDWI, U1, MSAVI, aspect, elevation, and hill shade were 

explanatory variables for predicting the LST in Summerside. 

The R2 = 0.73 was achieved. The output of diagnostic OLS 

proved that the OLS model violated the assumptions. In the 

Multicollinearity condition, number > 20 multicollinearities 

are concerned. Jarque-Bra output P < 0.05 represents that lack 

of normality. Koenker-Bassett test P < 0.05 indicates it has het-

eroskedasticity. Moran's I DF = 0.539 represents it has spatial 

dependence in the residuals. Lagrange Multiplier (lag) and 
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73    85    [] 93    

885.715

714.942
680.843 668.686

OLS SLM SEM GWR

Model Fit 73 85 89 93

AIC Values 885.715 714.942 680.843 668.686

Lagrange multiplier (error) P > 0.05 allowed to run the SLM 

and SEM. The OLS model AIC value is 886, which was bigger 

than other models (Figure 8).  

The overall fit of the SLM was strong (R2 = 0.85), which was 

considerably higher than the OLS model. Breusch-Pagan test 

and likelihood ratio test P < 0.05 indicated that this model also 

has heteroskedasticity and the spatial dependent issue still 

exists (Table 3).  
Table 3: Breusch-Pagan Test and Likelihood Ratio Test for 

validation of assumption. 

The SLM only counted the stationary process, and this process 

is non-stationary. The AIC value is 715 less than the OLS mod-

el AIC; this indicated that the spatial lag model has good com-

pared to the OLS model (Figure 8). 

The overall fit of the SEM was stronger (R2 = 0.89) than com-

pared to OLS and SLM. Breusch-Pagan test and likelihood 

ratio test P < 0.05 in this model show heteroskedasticity and 

the spatial dependent issue is still present in this model (Table 

3). Interestingly, the SEM yielded 681 AIC, which is less than 

the OLS and SLM AIC values (Figure 8). 

This process is non-stationary as the above-mentioned predic-

tor variables will not show the same relationship with LST at 

any other study area. The OLS, SLM, and SEM consider the 

stationary process. The GWR is best to account for the non-

stationarity process.  The GWR model yielded the R2 = 0.93 

which is stronger than other regression models. This model 

has corrective action for spatial varying parameters. That’s 

why the non-stationarity problem in the above models is ac-

counted to replace with the GWR model.  The AIC value of 

GWR was 669 and this lowest AIC value and highest R2 than 

other models proved that the GWR regression model is suita-

ble to predict the LST (Figure 8). 
 

 
 
 

 
 
Figure 8: AIC value-based comparison of OLC, SLM, SEM and 
GWR models for LST modelling. 

4 DISCUSSION 

This study clarifies the extant explanatory variables in 10-ha 

hexagonal grids to predict the LST. The UI showed a positive 

relationship with LST. However, this analysis resulted in a 

negative relationship between MSAVI, MNDWI with LST. The 

evaluation, hill shade, and aspect showed a weak negative 

relationship with LST, and these results were also supported 

by published research [31]. Normally, random control points 

are used in the study area to predict the LST.  The random 

points are not able to account for explanatory, and dependent 

variables' values variability for a whole study area. Further-

more, few studies incorporated the assumption of regression 

models to avoid bias in the model prediction [32]. This analy-

sis divided the whole study area into the 10 ha hexagonal 

grids tessellation, calculated the mean value of each explana-

tory variable and LST, and verified the assumptions of spatial 

regression models. Due to this method, higher R2 was 

achieved by each model as compared to a recent publication 

[34]. 

Machine Learning approaches are applied to predict the LST 

using multiple explanatory variables, but these have limita-

tions in addressing spatial data's heterogeneity, stationarity, 

and non-stationary assumption [16]. Ignoring these assump-

tions causes significant misleading in model predictions. The 

model performance depends on their characteristics and na-

tures. Spatial regression models SLM, SEM, and GWR models 

are designed to improve the model fit than the traditional OLS 

model by incorporating the spatial autocorrelation, stationari-

ty, and non-stationary process [34]. The diagnostic table of 

OLS revealed that a significant positive autocorrelation exists 

between explanatory variables and LST and showed that SLM, 

SEM are both significant. Therefore, the OLS model was not 

valid to predict the LST. The SLM and SEM increased the 

modelling accuracy, but the Breusch-pagan test and likelihood 

Model Breusch-Pagan Test Likelihood Ratio 

Test   

OLS 0.0000 0.0000 

SLM 0.0001 0.0000 

SEM 0.0000 0.0000 
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ratio test significant (Table 4) proved that the heteroskedastici-

ty problem still exists. The accuracy of these models is higher 

as compared to the OLS model but less than the GWR model. 

The potential reason for this was that both SLM and the SEM 

model do not account for the non-stationarity process. These 

models only accounted for the spatial dependence in residuals 

and variables, and the GWR model can account for the non-

stationarity process [34]. This analysis is a non-stationarity 

process; for example, all the above-mentioned explanatory 

variables used to predict the LST in this region will not show 

the same relationship with LST in other regions. GWR is a lo-

cal spatial model which uses a moving window over a spatial-

ly distributed set of observations and produces a set of model 

coefficients from subsamples of data around the specific 

points in space. The GWR accounted for the spatial autocorre-

lation and non-stationarity process [34]. Therefore, the GWR 

model fitted the data better and produced more desirable re-

sults.  

The four models namely, OLS, SLM, SEM, and GWR com-

pared based on the AIC presented in Figure 5. The AIC values 

have an inverse relationship with model accuracy [27]. In this 

analysis, the OLS model has the highest AIC value compared 

to the SLM, SEM, and GWR model, and model fit is less than 

other models (Figure 5). The SLM and SEM also have higher 

AIC values than the GWR model, and the model fits less than 

GWR. The lowest AIC value yielded by GWR and proved the 

highest model fit. 

5 CONCLUSIONS 

This study demonstrates that Landsat-8 OLI/TIRS images are 

useful for assessing the LST, MSAVI, UI, MNDWI, and ASTER 

DEM data to estimate the elevation hill shade and aspect. The 

high LST recorded showed higher UI, lower MSAVI, lower 

elevation, and lower hill shade values. The present study used 

the six explanatory variables (UI, MSAVI, MNDWI, elevation, 

aspect, hill shade) to predict the LST. These all-explanatory 

variables explained the maximum 93% LST using the GWR 

model and achieved the lowest AIC value 669. This model also 

concludes that an increase in built-up land is a serious threat 

that increases the LST. Vegetation and hill shade play an im-

portant role in mitigating the increase in LST. Because of this, 

suitable ways to decrease the built-up area are not available, 

and the only viable option is to increase the green spaces to 

mitigate the risk of increasing the LST. 

The regression models are very useful to predict the LST. 

Thus, some models can incorporate heteroskedasticity and 

non-stationarity assumptions. Therefore, this study used OLS, 

SLM, SEM, and GWR models to determine the best fit model 

to predict the LST. The OLS model was first applied, and het-

eroskedasticity and spatial dependence problems were present 

in the residuals. The OLS model cannot account for these 

problems. The SLM and SEM models can account for the spa-

tial dependence, but unfortunately, they do not handle the 

heteroskedasticity problem because they assume each process 

stationarity. In contrast, the GWR models incorporate spatial 

dependence and heteroskedasticity into the modelling process 

consequently, fit the data better and predict the response vari-

able accurately. GWR is also a useful model for handling the 

non-stationarity at different spatial scales. This study results 

also proved that the GWR model is appropriate for predicting 

the LST. The findings of this study help the specific govern-

ment of PEI to mitigate the risk of LST in main cities, and con-

trast also helps select the regression model for predicting the 

LST using multiple variables. 
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